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GENTI: GPU-powered Walk-based Subgraph Extraction 
for Scalable Representation Learning on Dynamic 

Graphs



Subgraph-based Graph Learning: Pipeline

① Link prediction (u, v) ② Extract subgraphs for u and v by
i) Random Walk
ii) Metrics (e.g., Personalized PageRank)

③ Generate Feature
④ Feature Learning
i) Encoder (Attention, LSTM)
ii) Decoder (MLP)

CPU GPU



Motivations
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• Subgraph-based Graph Representation Learning (SGRL) methods 
achieve strong performance on many graph understanding tasks 
due to their ability to capture complex graph motifs.
• Subgraph extraction stage limits the scalability of SGRL.

• CAW[1] uses 7h to finish a training epoch on Wiki-Talk (1M nodes, 7M edges).

• During a single prediction process of CAW [1], the CPU computation 
accounts for 81% of the time, while the GPU accounts for only 19%, leading 
to imbalanced workloads and poor parallelism.

• Moving the subgraph extraction stage to the GPU is challenging because 
large-scale graphs are hard to store on the GPU.

[1] Y. Wang, Y.-Y. Chang, Y. Liu, J. Leskovec, and P. Li, “Inductive representation learning in temporal networks via causal anonymous walks,” International 
Conference on Learning Representations, 2021.



Highlights & Contributions
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• Algorithm: We decouple the resource-intensive subgraph extraction 
stage to be separately conducted on CPUs and GPUs, which 
enables full GPU utilization and offers improved efficiency.

• System: We design the data structure for maintaining subgraphs on 
GPU with improved memory complexity and fast batch processing 
ability. We also enhance the graph storage to render it applicable for 
scalable and dynamic updating and sampling.

• Performance Evaluation: up to 30× faster subgraph extraction, and 
up to 26× acceleration in overall learning time.



GENTI: Graph Storage
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• Vallina storage scheme: temporal compressed 
sparse row (CSR)
• Indptr[u] points to where the neighbors of u are stored in 

the indices and time array.

• CSR data structure is precomputed and static.

• Backet-based dynamic graph storage
• Edge insertion and deletion: 𝑂(1)

• Sample k neighbors of u: 𝑂(𝑘 + 𝑙𝑜𝑔!"#!)

CPU



GENTI: Subgraph Extraction 
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• Sampled Neighbor Pool (SNP) is an 𝑁×𝜅 (𝜅 = 𝑂(𝑘√𝑙))matrix stored on GPU, 
which is the key design to decouple the subgraph extraction into two parallel 
stages.
• SNP is dynamically and parallelly updated by the Neighbor Sampling operation, 

and its items are frequently consumed by the subsequent Subgraph Gathering 
and Feature Learning stages.



GENTI: Subgraph Extraction 
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• Neighbor Sampling: requests are sent from GPU to CPU to update the 
corresponding positions of the pool, which is the only host-device 
communication within the whole pipeline.
• Subgraph Gathering: k-many ℓ-length random walks can be formed by multiple 

GPU gather operators.



GENTI: BSGather Operation
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• BSGather is a GPU operator that can be regarded as a batch of source 
nodes randomly moving to their neighbors. 

• 𝑘 ℓ-length random walks can be generated by calling BSGather ℓ times with 
𝑘 source nodes.

• Key steps of BSGather:
• Calculate the index used to be gather 

items from SNP.
• Update the pointers that maintain the 

SNP.
• Record pool usage and generate 

requests to be sent to the CPU.



Experimental Evaluation
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• Time Efficiency: 3-26× speedup in overall training time across all 
datasets compared to other SGRL methods.

• Effectiveness: similar or better average precision.



Experimental Evaluation
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• Achieves up to 30× faster subgraph extraction with balanced and 
concurrent workloads, even as subgraph size increases. 

• Average device utilization reaches 80% when extracting large 
subgraphs in batches.



Summary and Future Work
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• GPU-powered Training Pipeline: our algorithm design allows graph 
learning on GPUs to proceed without delays caused by CPU stages.

• System Design: we enhance the data structure used for graph 
storage, enabling efficient support for frequent graph updates and 
sampling.

• Performance Evaluation: 3-26× speedup in overall learning time, 
up to 30× faster subgraph extraction.

• Future Work: expand GENTI to distributed setting, and further 
optimize the system's implementation.
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